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#### Abstract

The problems associated with the modification of Hamilton's principle to cover nonholonomic constraints by the application of the multiplier theorem of variational calculus are discussed. The reason for the problems is subtle and is discussed, together with the reason why the proper account of nonholonomic constraints is outside the scope of Hamilton's variational principle. However, linear velocity constraints remain within the scope of D'Alembert's principle. A careful and comprehensive analysis facilitates the resolution of the puzzling features of nonholonomic constraints. © 2005 American Association of Physics Teachers.
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## I. INTRODUCTION

The action integral,

$$
\begin{equation*}
S=\int_{t_{1}}^{t_{2}} L(\mathbf{q}, \dot{\mathbf{q}}, t) d t \tag{1}
\end{equation*}
$$

plays a central role in the dynamics of physical systems described by a Lagrangian $L$. Hamilton's principle states that the actual path $\mathbf{q}(t)$ of a particle is the path that makes the action $S$ a minimum. It is well known that Hamilton's principle,

$$
\begin{equation*}
\delta S=\delta \int_{t_{1}}^{t_{2}} L(\mathbf{q}, \dot{\mathbf{q}}, t) d t=0, \quad(\text { Hamilton's principle }), \tag{2}
\end{equation*}
$$

when applied to problems involving $c$-holonomic constraints with the geometric form,

$$
\begin{equation*}
f_{k}\left(q_{1}, q_{2}, \ldots, q_{n}, t\right)=0, \quad(k=1,2, \ldots, c) \tag{3}
\end{equation*}
$$

leads to Lagrange's equations of motion whose solution provides the time dependence of the $(n-c)$ independent generalized coordinates $q_{j}$ for the unconstrained degrees of freedom.

For problems that require additional calculation of the forces $Q_{j}^{c}$ of holonomic constraint, Hamilton's principle may be generalized to yield correct results simply by replacing $L$ in Eq. (2) by

$$
\begin{equation*}
L^{\dagger}=L(\mathbf{q}, \dot{\mathbf{q}}, t)+\sum_{k=1}^{c} \lambda_{k}(t) f_{k}(\mathbf{q}, t) \tag{4}
\end{equation*}
$$

where the $\lambda_{k}$ are Lagrange multipliers. Equation (2) is therefore replaced by Hamilton's generalized principle,

$$
\begin{equation*}
\delta S^{\dagger}=\delta \int_{t_{1}}^{t_{2}} L^{\dagger}(\boldsymbol{\eta}, \dot{\boldsymbol{\eta}}, t) d t=0 \tag{5}
\end{equation*}
$$

(Hamilton's generalized principle),
from which the Euler-Lagrange equations

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{\partial L^{\dagger}}{\partial \dot{\eta}_{j}}\right)-\frac{\partial L^{\dagger}}{\partial \eta_{j}}=0, \quad(j=1,2, \ldots, n+c) \tag{6}
\end{equation*}
$$

can be derived via free variations of the extended set $\boldsymbol{\eta}$ $\equiv\left\{\mathbf{q}\left(q_{1}, q_{2}, \ldots, q_{n}\right), \boldsymbol{\lambda}\left(\lambda_{1}, \lambda_{2}, \ldots \lambda_{c}\right)\right\}$ of the $(n+c)$ variables involved in Eq. (5). Because $f_{k}(\mathbf{q}, t)$ are independent of the generalized velocity $\dot{\mathbf{q}}$, the first $n$-equations of the Euler-

Lagrange set (6) provide the correct equations of state. Because Eq. (4) is independent of $\lambda_{k}$, the last $c$ equations of the Euler-Lagrange set (6) for the $\lambda_{k}(k=1,2 \ldots, c)$ simply reproduce the equations (3) of holonomic constraint.

A recurring theme ${ }^{1-4}$ is whether Hamilton's principle (2) may be similarly generalized so as to treat nonholonomic (dynamic) constraints,

$$
\begin{equation*}
g_{k}(\mathbf{q}, \dot{\mathbf{q}}, t)=0, \tag{7}
\end{equation*}
$$

which depend on generalized velocities $\dot{\mathbf{q}}$, simply by substituting

$$
\begin{equation*}
L^{*}=L+\sum_{k=1}^{c} \lambda_{k}(t) g_{k}(\mathbf{q}, \dot{\mathbf{q}}, t) \tag{8}
\end{equation*}
$$

for $L$ in Eq. (2). A theorem in the calculus of variations appears, at first sight, tailor-made for such a conjecture. The theorem ${ }^{5-7}$ states that the path $\mathbf{q}(t)$ that makes the action Eq. (1) have an extremum under the side conditions (7) is the same as the path that makes the modified functional, $S^{*}$ $=\int_{t_{1}}^{t_{2}} L^{*}(\boldsymbol{\eta}, \dot{\boldsymbol{\eta}}, t) d t$, an extremum, without any side conditions imposed. On the basis of this multiplier rule, the conjecture, the substitution of Eq. (8) in Eq. (2), was simply adopted without reservation for the general case (7) and equations of state were published. ${ }^{1-3}$

This conjecture becomes problematic, particularly because the multiplier rule does not yield the standard equations of state as obtained from D'Alembert's more basic principle for systems with less general nonholonomic constraints,

$$
\begin{equation*}
g_{k}^{(L)}(\mathbf{q}, \dot{\mathbf{q}}, t)=\sum_{j=1}^{n} A_{k j}(\mathbf{q}, t) \dot{q}_{j}+B_{k}(\mathbf{q}, t)=0 \tag{9}
\end{equation*}
$$

which are now only linear in the velocities $\dot{q}_{j}$. Yet, the same multiplier rule ${ }^{5-7}$ works for the holonomic constraints in Eq. (3).

The question of whether the use of Eq. (8) in Eq. (2) is a viable generalization of Hamilton's principle is of interest here, because Ref. 1 advocates its use and cites the equations of state derived from it. ${ }^{3}$ However, this generalization had previously been acknowledged ${ }^{4}$ as being incorrect because it did not reproduce the correct equations of state for systems under linear constraints in Eq. (9). Some textbooks ${ }^{8-11}$ also have indicated the fallacy of using Eq. (8) in Eq. (2). However, the basic reason for its failure has remained obscure.

The multiplier rule ${ }^{5-7}$ is indeed correct, as stated, so the fact that it works for holonomic constraints (3), but not for nonholonomic constraints (7) poses a dilemma.

Many examples can be given that explicitly illustrate that Eq. (8) does not provide the correct results as obtained from Newtonian mechanics. ${ }^{12}$ In this paper, we search for the reason why the procedure fails and, in so doing, we also explain why the proper account of nonholonomic constraints given by Eqs. (7) and (9) is outside the scope of Hamilton's principle, even though the linear constraints in Eq. (9) remain within the scope of D'Alembert's principle. We will find the conditions that Eq. (8) must satisfy for valid substitution into Eq. (2). We also will indicate why the general nonholonomic constraints in Eq. (7) are outside the scope of a principle based on virtual displacements. Rather than beginning from Eq. (2) and showing, as has been done, that an application involving Eq. (7) or (9) leads to erroneous results, ${ }^{4,8-12}$ more insight can be gained by tracing the various stages of development of the variational principle, Eq. (2), from the more fundamental principle of D'Alembert. The essential reason will then become apparent.

Because variational theorems and methods are essential tools of modern analytical dynamics and because various fallacies underlying their use are subtle and are not generally well appreciated, it is hoped that the following account will help illuminate their scope of application.

## II. THEORY

We first outline some standard deductions of D'Alembert's principle, which is then expressed in a useful variational form that will provide a "royal road" from which Hamilton's principle can be easily extracted. The resolution of why the extended Lagrangian Eq. (4) works, while Eq. (8) does not, in Hamilton's principle, Eq. (2), will then become apparent via this approach.

## A. Differential form of D'Alembert's principle

The motion of a system of particles, $i=1,2, \ldots, N$ of mass $m_{i}$ located at $\mathbf{r}_{i}(t)$ in an inertial frame of reference is governed by Newton's equations,

$$
\begin{equation*}
\mathbf{F}_{i}+\mathbf{F}_{i}^{c}=m_{i} \ddot{\mathbf{r}}_{i} \tag{10}
\end{equation*}
$$

where the net force acting on each particle is decomposed into an active force $\mathbf{F}_{i}$ and a force $\mathbf{F}_{i}^{c}$ of constraint. A virtual displacement $\delta \mathbf{r}_{i}$ is an instantaneous variation from a given configuration $\mathbf{r}_{i}$ performed at a fixed time $t$ and taken consistent with the constraints at that time. The summation convention, $a_{i j} q_{j} \equiv \sum_{j=1}^{n} a_{i j} q_{j}$ for repeated indices $j$ will be adopted.

Assume that the total virtual work $\mathbf{F}_{i}^{c} \cdot \delta \mathbf{r}_{i}$ performed by all the constraining forces is zero. D'Alembert's principle, in both Newtonian $\mathbf{r}_{i}(i=1,2, \ldots, N)$ and generalized $q_{j}(j$ $=1,2, \ldots, 3 N$ ) coordinate versions, states that ${ }^{1,8-10,13}$

$$
\begin{equation*}
\left(m_{i} \ddot{\mathbf{r}}_{i}-\mathbf{F}_{i}\right) \cdot \delta \mathbf{r}_{i}=\left[\frac{d}{d t}\left(\frac{\partial T}{\partial \dot{q}_{j}}\right)-\frac{\partial T}{\partial q_{j}}-Q_{j}\right] \delta q_{j}=0, \tag{11}
\end{equation*}
$$

where the total kinetic energy $T=\frac{1}{2} m_{i} \dot{\mathbf{r}}_{i}^{2}(\mathbf{q}, \dot{\mathbf{q}}, t)$ is expressed in terms of the $n=3 N$ generalized coordinates of all the particles. The generalized force,

$$
\begin{equation*}
Q_{j} \equiv \mathbf{F}_{i} \cdot \frac{\partial \mathbf{r}_{i}}{\partial q_{j}}, \tag{12}
\end{equation*}
$$

is such that the virtual work $Q_{j} \delta q_{j}=\mathbf{F}_{i} \cdot \delta \mathbf{r}_{i}$ is equivalent in both representations and may be decomposed into a potential part,

$$
\begin{equation*}
Q_{j}^{(P)}(\mathbf{q}, \dot{\mathbf{q}}, t) \equiv \frac{d}{d t}\left(\frac{\partial U}{\partial \dot{q}_{j}}\right)-\frac{\partial U}{\partial q_{j}} \tag{13}
\end{equation*}
$$

derived from a generalized monogenic (the same for all particles) potential $U(\mathbf{q}, \dot{\mathbf{q}}, t)$ and a nonpotential part $Q_{j}^{\mathrm{NP}}$ $=\mathbf{F}_{i}^{\mathrm{NP}} \cdot \partial \mathbf{r}_{i} / \partial q_{j}$. D'Alembert's principle is then
$\left[\frac{d}{d t}\left(\frac{\partial L}{\partial \dot{q}_{j}}\right)-\frac{\partial L}{\partial q_{j}}-Q_{j}^{\mathrm{NP}}\right] \delta q_{j}=0, \quad$ (D'Alembert's principle),
where the Lagrangian is

$$
\begin{equation*}
L(\mathbf{q}, \dot{\mathbf{q}}, t)=T(\mathbf{q}, \dot{\mathbf{q}}, t)-U(\mathbf{q}, \dot{\mathbf{q}}, t) \tag{15}
\end{equation*}
$$

## B. Holonomic constraints

When the $c$-constraint conditions in Eq. (3) are utilized to reduce the number of generalized coordinates from $n$ to the minimum number $(n-c)$ of actual independent degrees of freedom, that is, when the constraints are embedded within the problem at the outset, then all the $(n-c) \delta q_{j}$ 's in Eq. (14) are independent of each other. Because each displacement can take on any value at each $t$, the satisfaction of D'Alembert's principle, Eq. (14), demands that each coefficient of $\delta q_{j}$ in $\mathrm{Eq}_{\mathrm{i}, 8-1013}$ (14) separately vanishes to yield Lagrange's equations, ${ }^{1,8-10,13}$

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{\partial L}{\partial \dot{q}_{j}}\right)-\frac{\partial L}{\partial q_{j}}=Q_{j}^{\mathrm{NP}} \tag{16}
\end{equation*}
$$

for the $(n-c)$ independent degrees of freedom.
When the holonomic constraints Eq. (3) are not used to reduce the set of generalized coordinates to this minimum number, that is, when they are instead "adjoined," then $c$ of the $\delta q_{j}$ 's in Eq. (14) depend on the independent $(n-c)$ coordinates and are constrained by the $c$ conditions,

$$
\begin{equation*}
\frac{\partial f_{k}}{\partial q_{j}} \delta q_{j}=0, \quad(k=1,2, \ldots, c) \tag{17}
\end{equation*}
$$

which is obtained by differentiating Eq. (3) and keeping $t$ fixed. The Lagrange multipliers $\lambda_{k}(t)$ can then be introduced by subtracting the quantity $\lambda_{k}\left(\partial f_{k} / \partial q_{j}\right) \delta q_{j}=0$ from the lefthand side of Eq. (14) to give

$$
\begin{align*}
& {\left[\frac{d}{d t}\left(\frac{\partial L}{\partial \dot{q}_{j}}\right)-\frac{\partial L}{\partial q_{j}}-\lambda_{k}(t) \frac{\partial f_{k}(\mathbf{q}, t)}{\partial q_{j}}-Q_{j}^{\mathrm{NP}}\right]} \\
& \quad \times \delta q_{j}(t)=0 . \quad(j=1,2, \ldots, n) \tag{18}
\end{align*}
$$

Nonpotential forces $Q_{j}^{\mathrm{NP}}$ are included in Eq. (18). If we denote the $m=n-c$ independent (free) coordinates by $q_{1}, q_{2}, \ldots, q_{m}$ and the $c$-dependent ones by $q_{m+1}, q_{m+2}, \ldots, q_{n}$, then the previously unassigned $c$ multipliers, $\lambda_{k}$, are now chosen to satisfy the $c$ equations,

$$
\begin{align*}
\frac{d}{d t}\left(\frac{\partial L}{\partial \dot{q}_{j}}\right)-\frac{\partial L}{\partial q_{j}}= & \lambda_{k}(t) \frac{\partial f_{k}(\mathbf{q}, t)}{\partial q_{j}}+Q_{j}^{\mathrm{NP}} \\
& (j=m+1, m+2, \ldots, n) \tag{19}
\end{align*}
$$

Equation (18) then reduces to

$$
\begin{gather*}
{\left[\frac{d}{d t}\left(\frac{\partial L}{\partial \dot{q}_{j}}\right)-\frac{\partial L}{\partial q_{j}}-\lambda_{k}(t) \frac{\partial f_{k}(\mathbf{q}, t)}{\partial q_{j}}-Q_{j}^{\mathrm{NP}}\right]} \\
\times \delta q_{j}(t)=0, \quad(j=1,2, \ldots, m) \tag{20}
\end{gather*}
$$

for the free $m=n-c$ coordinates. Because the $m \delta q_{j}$ 's in Eq. (20) are all independent and arbitrary, each of the $\delta q_{j}$ coefficients in Eq. (20) must separately vanish. The set,
$\frac{d}{d t}\left(\frac{\partial L}{\partial \dot{q}_{j}}\right)-\frac{\partial L}{\partial q_{j}}=\lambda_{k}(t) \frac{\partial f_{k}(\mathbf{q}, t)}{\partial q_{j}}+Q_{j}^{\mathrm{NP}}, \quad(j=1,2, \ldots, n)$,
therefore represents the equations of state for the full array of dependent and independent variables $q_{1}, q_{2}, \ldots, q_{n}$.

Now adjoin the constraint equations (3) to the Lagrangian set in Eq. (21) of $n$-equations to provide $n+c$ equations for the $n+c$ unknowns, the $n q_{j}$ 's and the $c \lambda_{k}$ 's, so that the sets $\mathbf{q} \equiv\left\{q_{j}\right\}$ and $\boldsymbol{\lambda} \equiv\left\{\lambda_{k}\right\}$ may in principle be determined. By comparing Eq. (21) with Eq. (16), it is seen that $Q_{j}^{c}$ $=\lambda_{k}\left(\partial f_{k} / \partial q_{j}\right)$ are additional forces acting on the system. These $Q_{j}^{c}$ must therefore be the forces of constraint which, because of Eq. (17), do no virtual work, as required for the validity of D'Alembert's principle. Although standard, ${ }^{1,8-13}$ the above review will help provide the context to what now follows.

Because $f_{k}$ is independent of the velocities $\dot{\mathbf{q}}$, a generalized D'Alembert principle,
$\left[\frac{d}{d t}\left(\frac{\partial L^{\dagger}}{\partial \dot{\eta}_{j}}\right)-\frac{\partial L^{\dagger}}{\partial \eta_{j}}-Q_{j}^{\mathrm{NP}}\right] \delta \eta_{j}=0, \quad(j=1,2, \ldots, n+c)$
(D'Alembert generalized principle),
can therefore be introduced where $L^{\dagger}(\dot{\boldsymbol{\eta}}, \boldsymbol{\eta}, t)=L$ $+\lambda_{k}(t) f_{k}(\mathbf{q}, t)$ is an augmented Lagrangian over an extended set of coordinates $\boldsymbol{\eta} \equiv(\mathbf{q}, \boldsymbol{\lambda})$. On regarding all $\eta_{j}$ as free, then
$\frac{d}{d t}\left[\frac{\partial\left(L+\lambda_{k} f_{k}\right)}{\partial \dot{\eta}_{j}}\right]-\frac{\partial\left(L+\lambda_{k} f_{k}\right)}{\partial \eta_{j}}=Q_{j}^{\mathrm{NP}}, \quad(j=1,2, \ldots, n+c)$
are the generalized Lagrange equations for the extended set $\eta_{j}$. The first $n$ equations of Eq. (23) reproduce the correct equations of state, (21), and the last $c$ equations reproduce the constraint equations, $f_{k}=0$. Hence, D'Alembert's principle in Eq. (14), with the displacements $\delta q_{j}$ subject to the $c$ conditions in Eq. (17), is equivalent to the generalized principle, Eq. (22), with all coordinates $\eta_{j}$ free. The replacement of the basic principle Eq. (14) with the subsidiary conditions Eq. (17) by the generalized principle Eq. (22) without subsidiary conditions is the Lagrange multiplier rule. Both principles provide identical equations of state, Eq. (21), and the multiplier rule in Eq. (22) provides the shortcut.

It is important to note that the displaced paths $q_{j}+\delta q_{j}$, not only comply with the essential conditions in Eq. (17) for the displacements, but also satisfy the equations of constraint,

$$
\begin{equation*}
f_{k}(\mathbf{q}+\delta \mathbf{q}, t)=f_{k}(\mathbf{q}, t)+\delta f_{k}(\mathbf{q}, t)=0 \tag{24}
\end{equation*}
$$

because there is no change $\delta f_{k}=\left(\partial f_{k} / \partial q_{j}\right) \delta q_{j}=0$ to the constraint Eq. (3). The displaced paths are therefore all geometrically possible because they all conform to Eq. (24). The key requirement for application of the multiplier rule is that
the displaced paths must be geometrically possible by satisfying the equations (24) of constraint. As will be shown next, this condition is violated, in general, by nonholonomic constraints.

## C. Nonholonomic constraints

The virtual displacements $\delta q_{j}$ for nonholonomic systems with $c$ linear constraints,

$$
\begin{equation*}
g_{k}^{(L)}(\mathbf{q}, \dot{\mathbf{q}}, t)=A_{k j}(\mathbf{q}, t) \dot{q}_{j}+B_{k}(\mathbf{q}, t)=0, \tag{25}
\end{equation*}
$$

obeyed by the actual path, are themselves constrained to obey $c$ instantaneous conditions

$$
\begin{equation*}
A_{k j}(\mathbf{q}, t) \delta q_{j}=0, \quad(k=1,2, \ldots, c) \tag{26}
\end{equation*}
$$

obtained by first writing Eq. (25) in differential form as

$$
\begin{equation*}
g_{k}^{(L)} d t=A_{k j}(\mathbf{q}, t) d q_{j}+B_{k}(\mathbf{q}, t) d t \tag{27}
\end{equation*}
$$

and then by setting $d t=0$ and $d q_{j}=\delta q_{j}$ as prescribed. As with Eq. (17), the linear conditions (26) also may be absorbed in D'Alembert's principle because Eq. (14) is linear in $\delta q_{j}$. By adding $\lambda_{k} A_{k j} \delta q_{j}=0$ to the right-hand side of Eq. (14), and by proceeding as before in Sec. II B, the equations of state under the linear constraints in Eq. (25) are obtained in the form
$\frac{d}{d t}\left(\frac{\partial L}{\partial \dot{q}_{j}}\right)-\frac{\partial L}{\partial q_{j}}=\lambda_{k}(\mathbf{q}, t) A_{k j}(\mathbf{q}, t)+Q_{j}^{\mathrm{NP}}, \quad(j=1,2, \ldots, n)$
for all the coordinates. We now examine the validity of D'Alembert's generalized principle

$$
\begin{align*}
& \left\{\frac{d}{d t}\left[\frac{\partial\left(L+\mu_{k} g_{k}\right)}{\partial \dot{\eta}_{j}}\right]-\frac{\partial\left(L+\mu_{k} g_{k}\right)}{\partial \eta_{j}}-Q_{j}^{\mathrm{NP}}\right\} \delta \eta_{j}=0, \\
& (j=1,2, \ldots, n+c) \tag{29}
\end{align*}
$$

applied to nonholonomic constraints Eq. (7), where $\mu_{k}(t)$ are a different set of multipliers and where all $\delta \eta_{j}$ are regarded as free. On introducing $G_{k j}$, where

$$
\begin{equation*}
G_{k j}=\left[\frac{d}{d t}\left(\frac{\partial g_{k}}{\partial \dot{q}_{j}}\right)-\frac{\partial g_{k}}{\partial q_{j}}\right] \quad(j=1,2, \ldots, n), \tag{30}
\end{equation*}
$$

and is zero for $j>n$, Eq. (29) can be rewritten as

$$
\begin{align*}
& {\left[\frac{d}{d t}\left(\frac{\partial L}{\partial \dot{\eta}_{j}}\right)-\frac{\partial L}{\partial \eta_{j}}+\dot{\mu}_{k} \frac{\partial g_{k}}{\partial \dot{\eta}_{j}}+\mu_{k} G_{k j}-g_{k} \frac{\partial \mu_{k}}{\partial \eta_{j}}-Q_{j}^{N P}\right] \delta \eta_{j}=0,} \\
& \quad(j=1,2, \ldots, n+c) . \tag{31}
\end{align*}
$$

The first $n$ equations of Eq. (31) provides the equation of state,
$\frac{d}{d t}\left(\frac{\partial L}{\partial \dot{q}_{j}}\right)-\frac{\partial L}{\partial q_{j}}=-\dot{\mu}_{k} \frac{\partial g_{k}}{\partial \dot{\eta}_{j}}-\mu_{k} G_{k j}+Q_{j}^{N P} \quad(j=1,2, \ldots, n)$,
as derived from D'Alembert's generalized principle, Eq. (29). The last $c$ equations of Eq. (31) yield the constraint equations (7), as expected. But Eq. (32) reproduces the correct equation (28) of state for the linear constraints in Eq. (25), only when Eq. (30) for linear constraints vanishes, that is, provided

$$
\begin{equation*}
G_{k j}^{(L)}=\left[\left(\frac{\partial A_{k j}}{\partial q_{i}}-\frac{\partial A_{k i}}{\partial q_{j}}\right) \dot{q}_{i}+\left(\frac{\partial A_{k j}}{\partial t}-\frac{\partial B_{k}}{\partial q_{j}}\right)\right]=0 . \tag{33}
\end{equation*}
$$

Because condition Eq. (30) is basic to validity of Eq. (29), the significance of this auxiliary restriction on the linear constraints (25) will now be explored.

In order for Eq. (25) to be a perfect (exact) differential of a function $f_{k}(\mathbf{q}, t)$, we must have

$$
\begin{equation*}
A_{k i}(\mathbf{q}, t) \dot{q}_{i}+B_{k}(\mathbf{q}, t)=\frac{d}{d t} f_{k}=\frac{\partial f_{k}}{\partial q_{i}} \dot{q}_{i}+\frac{\partial f_{k}}{\partial t} . \tag{34}
\end{equation*}
$$

The correspondence $A_{k i}=\partial f_{k} / \partial q_{i}$ and $B_{k}=\partial f_{k} / \partial t$ provides the (necessary and sufficient) conditions

$$
\begin{align*}
& \frac{\partial A_{k i}}{\partial q_{j}}=\frac{\partial^{2} f_{k}}{\partial q_{j} \partial q_{i}}=\frac{\partial^{2} f_{k}}{\partial q_{i} \partial q_{j}}=\frac{\partial A_{k j}}{\partial q_{i}},  \tag{35}\\
& \frac{\partial B_{k}}{\partial q_{i}}=\frac{\partial^{2} f_{k}}{\partial q_{i} \partial t}=\frac{\partial^{2} f_{k}}{\partial t \partial q_{i}}=\frac{\partial A_{k i}}{\partial t}, \tag{36}
\end{align*}
$$

for the "exactness" of Eq. (25). Provided the linear constraints (25) satisfy conditions (35) and (36), an integrated form $f_{k}$ therefore exists but may be unknown. Such constraints are termed semiholonomic and are denoted by $g_{k}^{(\mathrm{sh})}(\mathbf{q}, \dot{\mathbf{q}}, t)=0$. But the conditions (35) and (36) for exactness yield condition Eq. (33), for all $\dot{q}_{i}$ which satisfy the constraints. Semiholonomic constraints can therefore be correctly treated by D'Alembert's generalized principle, Eq. (29). In addition to exactness, semiholonomic constraints $\left(G_{k j}^{(L)}=0\right)$ possess a further important property. The equations of constraint appropriate to the displaced paths $\mathbf{q}+\delta \mathbf{q}$ are

$$
\begin{equation*}
g_{k}(\mathbf{q}+\delta \mathbf{q}, \dot{\mathbf{q}}+\delta \dot{\mathbf{q}}, t)=g_{k}(\mathbf{q}, \dot{\mathbf{q}}, t)+\delta g_{k}(\mathbf{q}, \dot{\mathbf{q}}, t) \tag{37}
\end{equation*}
$$

Because $g_{k}(\mathbf{q}, \dot{\mathbf{q}}, t)=0$ for the true dynamical path $\mathbf{q}(t)$, the constraint equations for the displaced paths change by

$$
\begin{equation*}
\delta g_{k}=\frac{\partial g_{k}}{\partial q_{j}} \delta q_{j}(t)+\frac{\partial g_{k}}{\partial \dot{q}_{j}} \delta \dot{q}_{j}(t) . \tag{38}
\end{equation*}
$$

With the aid of $\delta \dot{q}_{j}(t)=d\left[\delta q_{j}(t)\right] / d t$, this difference is

$$
\begin{equation*}
\delta g_{k}=\frac{d}{d t}\left[\frac{\partial g_{k}}{\partial \dot{q}_{j}} \delta q_{j}(t)\right]-G_{k j} \delta q_{j}(t) . \tag{39}
\end{equation*}
$$

The condition for the displaced paths to be all geometrically possible is that $g_{k}(\mathbf{q}+\delta \mathbf{q}, \dot{\mathbf{q}}+\delta \dot{\mathbf{q}}, t)=0$, that is $\delta g_{k}=0$ and the constraints are invariant to displacements. For the linear constraints (25), Eq. (39) reduces to

$$
\begin{equation*}
\delta g_{k}^{(L)}=\frac{d}{d t}\left(A_{k j} \delta q_{j}\right)-G_{k j}^{(L)} \delta q_{j} \tag{40}
\end{equation*}
$$

On invoking the basic restriction (26) on the displacements and the exactness condition $G_{k j}^{(L)}=0$, Eq. (40) reduces to $\delta g_{k}^{(\mathrm{sh})}=0$, which implies geometrically possible paths. D'Alembert's generalized principle (29) with Eq. (25) therefore holds for semiholonomic systems where the displaced paths are all geometrically possible. Semiholonomic systems are, in essence, holonomic, although the integrated holonomic form $f_{k}=0$ may not be known.

Linear constraints (25) can be integrable and yet violate the exactness condition (33). For example, the constraint,

$$
\begin{equation*}
g_{1}^{(\mathrm{sh})}(\mathbf{q}, \dot{\mathbf{q}})=\left(3 q_{1}^{2}+2 q_{2}^{2}\right) \dot{q}_{1}+4 q_{1} q_{2} \dot{q}_{2}=0, \tag{41}
\end{equation*}
$$

is exact because (33) is satisfied and it integrates directly to give $f_{1}=q_{1}^{3}+2 q_{2}^{2} q_{1}=$ constant. The constraint,

$$
\begin{equation*}
g_{2}^{(I)}(\mathbf{q}, \dot{\mathbf{q}})=\left(4 q_{1}+3 q_{2}^{2}\right) \dot{q}_{1}+2 q_{1} q_{2} \dot{q}_{2}=0 \tag{42}
\end{equation*}
$$

is not exact but can be integrated via the integrating factor $\Phi_{2}\left(=q_{1}^{2}\right)$ to give $f_{2}=q_{1}^{4}+q_{1}^{3} q_{2}^{2}=$ constant. All exact constraints are therefore integrable, but all integrable constraints are not necessarily exact. The conditions (35) and (36) are too restrictive for integrable constraints $g_{k}^{(I)}$, which can however be rendered in exact form by multiplying by the integrating factor $\Phi_{k}(\mathbf{q}, t)$. Then $g_{k}^{(\text {sh) })}=\Phi_{k} g_{k}^{(I)}$ now satisfies the condition (33) for both exactness and geometrically possible displaced paths. For example, the constraint,

$$
\begin{equation*}
g_{2}^{(\mathrm{sh})}(\mathbf{q}, \dot{\mathbf{q}})=\Phi_{2} g_{2}^{(I)}=\left(4 q_{1}^{3}+3 q_{1}^{2} q_{2}^{2}\right) \dot{q}_{1}+2 q_{1}^{3} q_{2} \dot{q}_{2}=0, \tag{43}
\end{equation*}
$$

now satisfies condition (33) and is therefore in exact (semiholonomic) form. A known integrating factor $\Phi_{k}$ implies a known integrated holonomic form $f_{k}=0$, so that the simpler holonomic result Eq. (23) can be used rather than D'Alembert's generalized principle (29).

The linear constraints (25) which do not satisfy the exactness condition (33) are classified as nonholonomic. D'Alembert's generalized principle (29) is therefore not appropriate for nonholonomic constraints (25), as is also confirmed by the fact that Eq. (32) is not the correct equation (28) of state, because $G_{k j}^{(L)} \neq 0$, in general.

D'Alembert's basic principle, Eq. (14), is not amenable to general nonholonomic constraints (7), because there is now no relation such as Eq. (26) which connects the displacements $\delta q_{j}$ in a linear form. The fact that Eq. (7) is, in general, not a linear function of $\dot{q}_{j}$ prohibits writing a linear interrelation between the $\delta q_{j}$ 's essential for the application of D'Alembert's principle. General nonholonomic constraints (7) are therefore outside the scope of all principles based on virtual displacements.

The key conclusions of Secs. II B and II C are the following:
(1) D'Alembert's basic principle, Eq. (14), is applicable to holonomic and linear nonholonomic constraints, as is already known.
(2) D'Alembert's generalized principle, Eq. (22), applies to holonomic constraints and Eq. (29) applies to semiholonomic systems, because the displaced paths are also geometrically possible paths, an essential criterion for the validity of the underlying multiplier rule. The solution of both sets provides the actual path $\left\{q_{j}(t)\right\}$ and the constraint forces $\left\{Q_{j}^{c}\right\}$.
(3) The displaced paths $q_{j}+\delta q_{j}$ for linear nonholonomic systems are not geometrically possible and therefore do not satisfy the multiplier-rule condition.
(4) It is important to distinguish restrictions imposed on virtual displacements, such as Eq. (26), from the actual equations of constraint, such as Eq. (9), which must only be satisfied within the equations of state that are eventually determined by some variational procedure. The constraint equations $g_{k}(\mathbf{q}, \dot{\mathbf{q}}, t)=0$ satisfied by the true dynamical path $\mathbf{q}(t)$ do not necessarily imply that the corresponding equations $g_{k}(\mathbf{q}+\delta \mathbf{q}, \dot{\mathbf{q}}+\delta \dot{\mathbf{q}}, t)=0$ are satisfied by the displaced paths.
(5) General nonholonomic constraints (7) are completely outside the scope of even the most fundamental principle
of D'Alembert. The generalization ${ }^{1-3}$ of any principle based on Eq. (14) to general nonholonomic constraints is without foundation.

## D. The $\delta L$ version of D'Alembert's principle

The Lagrangian for the varied paths is

$$
\begin{equation*}
L(\mathbf{q}+\delta \mathbf{q}, \dot{\mathbf{q}}+\delta \dot{\mathbf{q}}, t)=L(\mathbf{q}, \dot{\mathbf{q}}, t)+\delta L(\mathbf{q}, \dot{\mathbf{q}}, t) \tag{44}
\end{equation*}
$$

where the change in $L$ due to the virtual displacement $\delta q_{j}$ from the actual path $\mathbf{q}$ is

$$
\begin{equation*}
\delta L=\frac{\partial L}{\partial q_{j}} \delta q_{j}(t)+\frac{\partial L}{\partial \dot{q}_{j}} \delta \dot{q}_{j}(t) \tag{45}
\end{equation*}
$$

With the aid of $\delta \dot{q}_{j}(t)=d\left[\delta q_{j}(t)\right] / d t$, the change is

$$
\begin{equation*}
\delta L=\frac{d}{d t}\left[p_{j} \delta q_{j}(t)\right]-\left[\frac{d}{d t}\left(\frac{\partial L}{\partial \dot{q}_{j}}\right)-\frac{\partial L}{\partial q_{j}}\right] \delta q_{j}(t) \tag{46}
\end{equation*}
$$

where the generalized momentum is defined as $p_{j}$ $=\partial L / \partial \dot{q}_{j}$. D'Alembert's basic principle (14) can then be recast in $\delta L$ form as

$$
\begin{equation*}
\delta L=\frac{d}{d t}\left(p_{j} \delta q_{j}\right)-Q_{j}^{\mathrm{NP}} \delta q_{j} \tag{47}
\end{equation*}
$$

The differential version, Eq. (14), and the $\delta L$ version, Eq. (44), of D'Alembert's principle are equivalent and are fundamental equations of dynamics. When the holonomic constraints (3) are adjoined, rather than embedded, there are $c$ $\delta q_{j}$ 's in Eq. (46) that are dependent on the remaining ( $n$ $-c$ ) displacements. Because there is no change, $\delta f_{k}=0$, to the holonomic equations (3) among the varied paths, we may add $\delta\left[\lambda_{k}(t) f_{k}\right]=0$ to the left-hand side of Eq. (47). By utilizing the augmented Lagrangian $L^{\dagger}$ over the extended set of free generalized coordinates $\boldsymbol{\eta} \equiv(\mathbf{q}, \boldsymbol{\lambda})$, the generalized version of D'Alembert's principle, Eq. (47), is

$$
\begin{equation*}
\delta L^{\dagger}(\dot{\boldsymbol{\eta}}, \boldsymbol{\eta}, t)=\delta\left[L+\lambda_{k}(t) f_{k}(\mathbf{q}, t)\right]=\frac{d}{d t}\left(p_{j} \delta \eta_{j}\right)-Q_{j}^{\mathrm{NP}} \delta \eta_{j} \tag{48}
\end{equation*}
$$

If we use the definition (46) for $\delta L$, the generalized version (48) reproduces the correct equations of state, Eq. (21), and provides another example of the multiplier rule.

For semiholonomic systems, the Lagrangian $L$ can also be replaced by $L^{(\mathrm{sh})}=L+\mu_{k} g_{k}^{\text {(sh) }}$ because the constraints $g_{k}^{\text {(sh) }}(\mathbf{q}, \dot{\mathbf{q}}, t)=0$ are exact, thereby satisfying the condition $\delta g_{k}^{(\mathrm{sh})}=0$ for geometrically possible paths. D'Alembert's generalized principle (47) therefore yields the equations of state

$$
\begin{gather*}
\frac{d}{d t}\left[\frac{\partial\left(L+\mu_{k} g_{k}^{(\mathrm{sh})}\right)}{\partial \dot{\eta}_{j}}\right]-\frac{\partial\left(L+\mu_{k} g_{k}^{(\mathrm{sh})}\right)}{\partial \eta_{j}} \\
=Q_{j}^{\mathrm{NP}}, \quad(j=1,2, \ldots, n+c) \tag{49}
\end{gather*}
$$

for the extended coordinates ( $\boldsymbol{\eta} \equiv \mathbf{q}, \boldsymbol{\mu}$ ) for a semiholonomic system. The multiplier rule of replacing $L$ in Eq. (47) by $L^{*}=L+\mu_{k} g_{k}$ is, however, not valid for inexact linear or general nonholonomic constraints, because the displaced paths are not geometrically possible paths, as explained in Sec. II C.

## E. Generalization of Hamilton's variational principle

Hamilton's integral principle,

$$
\begin{equation*}
\int_{t_{1}}^{t_{2}} \delta L d t=\delta \int_{t_{1}}^{t_{2}} L d t=\left[p_{j} \delta q_{j}\right]_{t_{1}}^{t_{2}}-\int_{t_{1}}^{t_{2}}\left[Q_{j}^{\mathrm{NP}} \delta q_{j}\right] d t \tag{50}
\end{equation*}
$$

is D'Alembert's principle, Eq. (47), integrated between the times $t_{1}$ and $t_{2}$. The $\delta$ operator does not affect the time and was therefore taken outside the integral. The appropriate Eq. (28) for linear nonholonomic constraints is recovered by making the time integration in Eq. (50) redundant. The application of Eq. (50) then reduces simply to an application of D'Alembert's basic principle (14), as in Sec. II C. The main advantage, however, of the integral principle Eq. (50) is that it becomes a variational principle,

$$
\begin{equation*}
\delta S=\delta \int_{t_{1}}^{t_{2}} L d t=0 \tag{51}
\end{equation*}
$$

by admitting only those paths $q_{j}(t)$ that pass through the fixed end points, $\delta q_{j}\left(t_{1,2}\right)=0$, and by considering only potential systems, that is, $Q_{j}^{\mathrm{NP}}=0$. The virtual variation $\delta$ ensures that the transit time $\tau=t_{2}-t_{1}$ remains the same for all the varied paths. Equation (51) is Hamilton's principle for the least action $S=\int_{t_{1}}^{t_{2}} L d t$.

When attempting to generalize Hamilton's variational principle, Eq. (51), the conditions for generalization of the more fundamental differential and $\delta L$ versions, Eqs. (14) and (47) of D'Alembert's principle by the multiplier rule, are still in effect. Equation (51) can be directly applied to holonomic systems with the embedded constraints in Eq. (3) to recover the correct equations of state (16) with $Q_{j}^{\mathrm{NP}}=0$. When holonomic constraints are adjoined in order to determine the constraint forces, then $L$ in Eq. (51) can be replaced by $L^{\dagger}=L$ $+\lambda_{k}(t) f_{k}(\mathbf{q}, t)$, because $\delta f_{k}=0$, to give Hamilton's generalized principle

$$
\begin{equation*}
\delta S^{\dagger}=\delta \int_{t_{1}}^{t_{2}} L^{\dagger}(\dot{\boldsymbol{\eta}}, \boldsymbol{\eta}, t) d t=\delta \int_{t_{1}}^{t_{2}}\left[L+\lambda_{k}(t) f_{k}(\mathbf{q}, t)\right] d t=0 \tag{52}
\end{equation*}
$$

where the $\delta \eta_{j}$ 's involved are free and independent. For semiholonomic constraints, Hamilton's principle is generalized to

$$
\begin{align*}
\delta S^{(\mathrm{sh})} & =\delta \int_{t_{1}}^{t_{2}} L^{(\mathrm{sh})}(\dot{\boldsymbol{\eta}}, \boldsymbol{\eta}, t) d t \\
& =\delta \int_{t_{1}}^{t_{2}}\left[L+\mu_{k}(t) g_{k}^{(\mathrm{sh})}(\mathbf{q}, \dot{\mathbf{q}}, t)\right] d t=0 \tag{53}
\end{align*}
$$

The essential reason for the validity of (52) and (53) is that the paths $\mathbf{q}+\delta \mathbf{q}$ admitted into the variational procedures are all geometrically possible, that is $\delta f_{k}=0$ and $\delta g_{k}^{(\text {sh) }}=0$ and that the $\delta$ and $\int$ operations commute. The correct equations of state (19) and (49) with $Q_{j}^{\mathrm{NP}}=0$ are recovered from (52) and (53), respectively. Because $g_{k}^{(\text {sh })}$ is, by definition, the perfect differential $d f_{k} / d t$, then provided that $f_{k}$ is known, Eq. (53) reduces to


Fig. 1. An upright coin rolls and spins down an inclined plane of angle $\alpha$. Directions of space-fixed axes are $\hat{i}, \hat{j}$, and $\hat{k}$, as indicated. Coin rolls with angular velocity $\vec{\omega}_{\text {Rot }}=\dot{\theta} \hat{\rho}$ about axis $\hat{\rho}$ which in turn spins with angular velocity $\vec{\omega}_{S}=\dot{\phi} \hat{k}$ about fixed axis $\hat{k}$. The center of mass has velocity $\vec{v}$ $=R \dot{\theta} \hat{t}$.

$$
\begin{align*}
\delta S^{(\mathrm{sh})} & =\delta \int_{t_{1}}^{t_{2}}\left[L+\frac{d}{d t}\left(\mu_{k} f_{k}\right)-\dot{\mu}_{k} f_{k}\right] d t \\
& =\delta \int_{t_{1}}^{t_{2}}\left[L-\dot{\mu}_{k}(t) f_{k}(\mathbf{q}, t)\right] d t=0 \tag{54}
\end{align*}
$$

the holonomic form (52), as expected. The relationship between the multipliers is $\lambda_{k}=-\dot{\mu}_{k}$, as also shown in Sec. II C.

Hamilton's variational principle (51) cannot be generalized to inexact linear or more general nonholonomic constraints, Eq. (9) or (7), by replacing $L$ by $L+\mu_{k} g_{k}$ in Eq. (51), as has been suggested. ${ }^{1-3}$ The fact that $\delta g_{k} \neq 0$ for these cases implies that the varied paths are not geometrically possible. We have shown that generalization of Hamilton's and D'Alembert's principles rests on the multiplier rule which demands that the varied paths be geometrically possible, a property reserved only for holonomic and semiholonomic systems.

## F. Validity of generalized principles and multiplier rule

The generalized principles of D'Alembert and Hamilton are effected by the multiplier rule (see the Appendix). The theorem (rule) applies only when all varied paths $(\mathbf{q}+\delta \mathbf{q})$ preserve the side conditions $g_{k}(\mathbf{q}+\delta \mathbf{q}, \dot{\mathbf{q}}+\delta \dot{\mathbf{q}}, t)=0$, that is the $\delta \mathbf{q}$ variation causes no change $\delta g_{k}=0$ to $g_{k}$. The displaced paths are then geometrically possible in that they satisfy the same equations of constraint. It is only for holonomic and semiholonomic constraints that the appropriate criteria, $\delta f_{k}=0$ and $\delta g_{k}^{(\text {sh })}=0$, are satisfied. For all nonholonomic constraints, the conditions $g_{k}=0$ cannot be satisfied by the displaced paths and are therefore not good constant side conditions, as the multiplier rule demands. The invariance of the constraint equations to displacements is the key condition for application of the multiplier rule. The application of Eq. (6) to nonholonomic constraints is therefore without justification.

## III. A TEST CASE

Some of these key points may be tested by the physical system depicted in Fig. 1. The solution of this spinningrolling problem does not appear to have been provided in any standard textbook, although the limiting cases of rolling without spinning down a plane ${ }^{1}$ and rolling-spinning on a horizontal plane ${ }^{8,10}$ have been analyzed. Let $\mathbf{r}_{\text {c.m. }}=x \hat{i}+y \hat{j}$ $+z \hat{k}$ be the Cartesian coordinate of the center of mass (c.m.) of the coin of mass $M$ and radius $R$, where the origin $O$ is at the top of plane and where the directions $\hat{i}, \hat{j}$, and $\hat{k}$ form a Cartesian $(X, Y, Z)$ fixed set of axes, with $\hat{i}$ pointing directly downward along the plane. Let $\theta$ and $\phi$ be the angles associated with the rolling and spinning motions about the symmetry axis (which is perpendicular to the coin) and the axis pointing along $\hat{k}$, the fixed outward normal to the plane. The Lagrangian is

$$
\begin{equation*}
L=\frac{1}{2} M\left(\dot{x}^{2}+\dot{y}^{2}\right)+\frac{1}{2} I_{S} \dot{\theta}^{2}+\frac{1}{2} I_{D} \dot{\phi}^{2}+M g x \sin \alpha, \tag{55}
\end{equation*}
$$

where $I_{S}=\beta M R^{2}$ and $I_{D}$ are the moments of inertia of the body about the symmetry axis and the fixed $Z$-figure axis, respectively. Cases involving a solid sphere, coin, solid cylinder, spherical shell, hoop, or cylindrical shell, can be treated by taking $\beta=2 / 5,1 / 2,1 / 2,2 / 3,1$, and 1 , respectively.

Rolling without spinning: $\dot{y}=0, \dot{\phi}=0$. This example is a simple test of our proof that semiholonomic (exact linear) constraints $g_{k}^{\text {(sh) }}(\mathbf{q}, \dot{\mathbf{q}}, t)=0$ are covered by D'Alembert's and Hamilton's generalized principles, Eq. (49) or Eq. (53), respectively. The rolling constraint $g=\dot{x}-R \dot{\theta}=0$ is exact so that the generalized principles should work. If we apply either Eq. (49) or (53) to the augmented Lagrangian,

$$
\begin{equation*}
L^{(\mathrm{sh})}(\boldsymbol{\eta}, \dot{\boldsymbol{\eta}})=\frac{1}{2} M \dot{x}^{2}+\frac{1}{2} I_{S} \dot{\theta}^{2}+M g x \sin \alpha+\mu(\dot{x}-R \dot{\theta}), \tag{56}
\end{equation*}
$$

for the extended set $\boldsymbol{\eta}=(x, \theta, \mu)$ of free coordinates, we obtain the equations of state, $M \ddot{x}=M g \sin \alpha-\dot{\mu}, I_{S} \ddot{\theta}=\dot{\mu} R$, and $\dot{x}=R \dot{\theta}$. When decoupled, these equations yield the acceleration $\ddot{x}=g \sin \alpha /(1+\beta)$ and the frictional constraint force $\dot{\mu}$ which produces the torque needed for rolling motion, $[(\beta /(1+\beta)] M g \sin \alpha, \quad$ in agreement with standard results ${ }^{1,8-10,13}$ obtained from holonomic theory, Eq. (22).

Rolling and spinning in two dimensions. We now test to see if linear conditions exist between the displacements $\delta q_{j}$ needed for D'Alembert's basic principle (14) and then see if the constraints imply geometrically possible displaced paths, as needed for the generalized principles. The constraint for rolling is now

$$
\begin{equation*}
g_{1}^{\prime}(\dot{x}, \dot{y}, \dot{\theta})=\left[\dot{x}^{2}+\dot{y}^{2}\right]^{1 / 2}-(R \dot{\theta})^{2}=0 \tag{57}
\end{equation*}
$$

which is nonintegrable and quadratic in the generalized velocities. There is no velocity component perpendicular to $\hat{\mathbf{v}}$ so that a second constraint is

$$
\begin{equation*}
g_{2}(\dot{x}, \dot{y})=\dot{x} \sin \phi-\dot{y} \cos \phi=0, \tag{58}
\end{equation*}
$$

which is also nonintegrable, but linear in the generalized velocities. That the coin remains upright implies that the center of mass coordinates $(x, y)$ are also those for the point of contact of the coin with the plane and that $z=R$, a holonomic constraint which can be embedded from the outset unless the normal reaction (constraint) of the plane on the
coin is sought. From Eqs. (57) and (58), the virtual displacements satisfy

$$
\begin{align*}
& (\delta x)^{2}+(\delta y)^{2}-R^{2}(\delta \theta)^{2}=0,  \tag{59}\\
& \delta x \sin \phi-\delta y \cos \phi=0 \tag{60}
\end{align*}
$$

The relation (60) is linear in $\delta q_{j}$ and therefore amenable to being absorbed into D'Alembert's principle, Eq. (14). The quadratic relation (59) cannot be directly absorbed. Fortunately, for this case, the offending quadratic constraint (57) can be replaced by the combination $g_{1}^{2}=g_{1}^{\prime 2}-g_{2}^{2}$ of $g_{1}^{\prime}$ and $g_{2}$ to give

$$
\begin{equation*}
g_{1}(\dot{x}, \dot{y}, \dot{\theta})=\dot{x} \cos \phi+\dot{y} \sin \phi-R \dot{\theta}=0, \tag{61}
\end{equation*}
$$

which leads to the linear form,

$$
\begin{equation*}
\delta x \cos \phi+\delta y \sin \phi-R \delta \theta=0, \tag{62}
\end{equation*}
$$

which is now suitable for application of D'Alembert's principle. The displaced paths $q_{j}+\delta q_{j}$ cause the changes,

$$
\begin{align*}
\delta g_{1}= & \delta \dot{x} \cos \phi+\delta \dot{y} \sin \phi-R \delta \dot{\theta} \\
& -(\dot{x} \sin \phi-\dot{y} \cos \phi) \delta \phi,  \tag{63a}\\
\delta g_{2}= & \delta \dot{x} \sin \phi-\delta \dot{y} \cos \phi+(\dot{x} \cos \phi+\dot{y} \sin \phi) \delta \phi, \tag{63b}
\end{align*}
$$

in the constraint conditions (58) and (61). Because $\delta \dot{q}_{j}$ $=d\left(\delta q_{j}\right) / d t$, then, on using the time derivatives of Eqs. (60) and (62) together with the relations (58)-(62), $\delta g_{1}$ and $\delta g_{2}$ reduce to 0 and $R(\dot{\theta} \delta \phi-\dot{\phi} \delta \theta)$, respectively. Therefore, the constraint (61) is semiholonomic. Integration yields the holonomic form $x^{2}+y^{2}-R^{2} \theta^{2}=0$. Because the sum $\delta\left(\lambda_{k} g_{k}\right)$ $=\delta\left(\lambda_{2} g_{2}\right) \neq 0$, we cannot use D'Alembert's or Hamilton's generalized principles, Eqs. (29) and (53), respectively, as predicted.

Because the conditions (60) and (62) on the displacements are now all linear, the problem can be solved by D'Alembert's basic principle (14), or by its time-integrated version, Hamilton's integral principle (50). The solution is straightforward and reduces to the standard results ${ }^{8,10}$ for horizontal motion $(\alpha=0)$.

## IV. SUMMARY AND CONCLUSIONS

This paper has presented the basic reason why Hamilton's variational principle and the more basic principle of D'Alembert cannot be generalized by substituting the augmented Lagrangian Eq. (8) in either Eq. (2) or Eq. (14) to cover general nonholonomic constraints, as the multiplier rule ${ }^{5-7}$ in the calculus of variations might suggest. ${ }^{1-3}$ The multiplier rule requires that the side conditions $g_{k}=0$ be satisfied by all varied paths, which must therefore be geometrically possible. The displacements $\delta q_{j}$ in nonholonomic systems violate this rule because they cause nonzero changes $\delta g_{k} \neq 0$ in the constraint conditions and the displaced paths are not geometrically possible. The constraint $g_{k}=0$ is satisfied only by the actual physical path $\mathbf{q}(t)$ in configuration space and not by the individual members of the family of varied paths for nonholonomic systems. The multiplier rule cannot therefore be used to generalize Hamilton's or D'Alembert's principles to cover nonholonomic constraints. It can however be applied to all holonomic and semiholo-
nomic (exact linear) constraints which have the property that all displaced paths are geometrically possible in accord with the multiplier rule.

We have traced the development of various generalized principles from D'Alembert's basic principle in such a way as to render transparent their scope of application. It is useful to keep the following conclusions in mind.
(1) D'Alembert's basic principle, Eq. (14), is the most fundamental of all the principles considered here.
(2) D'Alembert's basic principle, Eq. (14), and Hamilton's variational principle, Eq. (2), are well designed for holonomic systems. Equation (16) is the equation of state.
(3) When constraint forces in holonomic systems are sought, D'Alembert's generalized principle, Eq. (22), and Hamilton's generalized principle, Eq. (5), are appropriate, because the varied paths under holonomic constraints are all geometrically possible and the underlying multiplier rule is then valid. Equation (6) is the equation of state.
(4) The correct equations of state (28) for general linear nonholonomic constraints are furnished only by D'Alembert's basic principle, Eq. (14), or its timeintegrated version, Hamilton's integral principle, Eq. (50).
(5) As shown here, the generalized principles, Eqs. (29) and (53), are valid for semiholonomic systems. In these generalized principles, the constraints are automatically included and the displacements $\delta \eta_{j}$ are all free. Equation (49) is the equation of state for semiholomic systems, that is, those which satisfy conditions for exactness and therefore geometrically possible displaced paths.
(6) Generalized principles are inappropriate for linear nonholonomic constraints, because the constraint equations $g_{k}=0$ are not exact and change from varied path to varied path. The underlying multiplier rule then loses validity.
(7) The theory for nonholonomic constraints with a general velocity dependence remains outside the scope of the most fundamental principle, Eq. (14) of D'Alembert. It is impossible to extract from the equations $g_{k}=0$ of general nonholonomic constraints the linear relation between the $\delta q_{j}$ 's required for the application of D'Alembert's principle unless the constraints are either linear in velocity or holonomic. Nonholonomic constraints are therefore outside the scope of any of the principles based on D'Alembert's principle.

The above conclusions reflect the intrinsic merit of reconstructing the variational principle, Eq. (2), from the more fundamental D'Alembert principle, Eq. (14) via Eq. (47), so that the validity of the various stages involved becomes directly exposed. Pitfalls ${ }^{1-3}$ can easily occur by arbitrarily invoking the multiplier rule to assert generalized principles such as Eqs. (29) and (53), without first ascertaining the critical but hidden condition that the varied paths must be geometrically possible. We have shown here that the condition is satisfied only for holonomic and semiholonomic systems.

General nonholonomic constraints (7) can be analyzed by other principles ${ }^{13}$ that involve, for example, the virtual velocity (Jourdain) displacements, constructed by maintaining both the configuration $\mathbf{q}$ and time $t$ fixed, in contrast to virtual displacements $\delta q_{j}$ which keep only $t$ fixed. The Jourdain variational principle is the subject of a separate paper. ${ }^{14}$

## APPENDIX: THE MULTIPLIER THEOREM

We will determine the paths $q_{i}(t) ; i=1,2, \ldots, n$ that provide an extremum to the functional

$$
\begin{equation*}
J=\int_{t_{1}}^{t_{2}} F(\mathbf{q}, \dot{\mathbf{q}}, t) d t \tag{A1}
\end{equation*}
$$

subject to the $c<n$-finite auxiliary (side) conditions

$$
\begin{equation*}
g_{k}(\mathbf{q}, \dot{\mathbf{q}}, t)=0 . \quad(k=1,2, \ldots, c) . \tag{A2}
\end{equation*}
$$

A basic theorem ${ }^{5-7}$ in the calculus of variations can be invoked, provided we admit to the variational competition only those curves $\mathbf{q}(t)$ that satisfy fixed end-point conditions $\delta \mathbf{q}\left(t_{1,2}\right)=0$ and $c$-finite fixed side conditions as in Eq. (A2). The varied curves must all be geometrically possible by satisfying $g_{k}(\mathbf{q}+\delta \mathbf{q}, \dot{\mathbf{q}}+\delta \dot{\mathbf{q}}, t)=g_{k}(\mathbf{q}, \dot{\mathbf{q}}, t)+\delta g_{k}(\mathbf{q}, \dot{\mathbf{q}}, t)=0$, so that $\delta g_{k}=0$. The physical path $\mathbf{q}(t)$ is then determined by the extremum determined by the free variation of the modified functional,
$J^{\dagger}=\int_{t_{1}}^{t_{2}} F^{\dagger}(\mathbf{q}, \dot{\mathbf{q}}, t) d t \equiv \int_{t_{1}}^{t_{2}}\left[F(\mathbf{q}, \dot{\mathbf{q}}, t)+\lambda_{k}(t) g_{k}(\mathbf{q}, \dot{\mathbf{q}}, t)\right] d t$,
without any side conditions imposed. The physical path $\mathbf{q}(t)$ then satisfies the Euler-Lagrange system of equations,

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{\partial F^{\dagger}}{\partial \dot{\eta}_{j}}\right)-\frac{\partial F^{\dagger}}{\partial \eta_{j}}=0, \quad(j=1,2, \ldots, n+c) \tag{A4}
\end{equation*}
$$

for the extended set $\boldsymbol{\eta} \equiv\left\{q_{1}, q_{2}, \ldots, q_{n}, \lambda_{1}, \lambda_{2}, \ldots, \lambda_{c}\right\}$ of ( $n$ $+c)$ variables. Because $F^{\dagger}$ does not depend on $\dot{\lambda}_{k}(t)$, the last $c$ members of the set of equations (A4) reproduce the side conditions (A2). The validity of the multiplier theorem, Eqs. (A3) and (A4), rests on the fact that conditions (A2) must be satisfied by all the varied paths therein, that is, $\delta g_{k}=0$. This condition is satisfied for holonomic and semiholonomic constraints. It is not satisfied for nonholonomic constraints because $\delta g_{k} \neq 0$ for this case; the condition $g_{k}$ $=0$ is satisfied only by the physical path to be eventually determined. The theorem is therefore irrelevant to nonholonomic systems.

However, the multiplier theorem is directly relevant to the related principle ${ }^{1,8,11,13}$

$$
\begin{equation*}
\Delta S_{A}=\Delta \int_{t_{1}}^{t_{2}} p_{i} \dot{q}_{i} d t=\left[p_{i} \Delta q_{i}\right]_{t_{1}}^{t_{2}}=0 \tag{A5}
\end{equation*}
$$

of least abbreviated action $S_{A}$, valid for varied curves, all chosen to obey the same constant Hamiltonian $H$ and to pass through the end points, that is, $\Delta q_{i}\left(t_{1,2}\right)=0$. It is similar in form to Eqs. (50) and (51). The $\Delta$ operator causes nonsimultaneous variations $\Delta q_{i}=\delta q_{i}+\dot{q}_{i} \Delta t$, which also involve displacements $\Delta t$ in time, in addition to the usual virtual displacements $\delta q_{i}$. When the kinetic energy $T$ reduces to a homogeneous quadratic function $T_{2}=\frac{1}{2} M_{i j}(\mathbf{q}) \dot{q}_{i} \dot{q}_{j}$ of the
generalized velocities $\dot{q}_{i}$, then $p_{i} \dot{q}_{i}=2 T$ and the least action principle, Eq. (A5), reduces to the Euler-LagrangeMaupertuis principle, ${ }^{1,8,11,13}$

$$
\begin{equation*}
\Delta \int_{t_{1}}^{t_{2}} 2 T d t=0 \tag{A6}
\end{equation*}
$$

of least action. The multiplier theorem, Eqs. (A3) and (A4), can now be applied to extract Lagrange's equations from Eq. (A6). The condition for the variation (A6) is that the Hamiltonian $H$ does not depend on time and remains fixed at the same value for all the paths considered. In the sense that $(t,-H)$ are conjugate variables, the principle (A6), which admits paths with the same constant $H$, is complementary to Hamilton's variational principle, Eq. (2), which admits only those paths with the same transit times $\tau=t_{1}-t_{2}$ into the variation. For $T=T_{2}, H$ equals the total energy $E=T+V$, so that Eq. (A6) becomes modified, under the fixed constraint $g=(T+V)-E=0$ for all varied paths, to finding a stationary value of

$$
\begin{equation*}
\Delta \int_{t_{1}}^{t_{2}}[2 T(\mathbf{q}, \dot{\mathbf{q}})+\lambda(t)\{T(\mathbf{q}, \dot{\mathbf{q}})+V(\mathbf{q})-E\}] d t=0 \tag{A7}
\end{equation*}
$$

The application ${ }^{8,11,13}$ of this modified version (A7) of the Euler-Lagrange-Maupertuis principle leads directly to the standard Lagrange's equations (16), with $Q_{j}^{\mathrm{NP}}=0$ for potential systems.
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